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Goal

1. Derive optimal policies, when energy used by the system is a concern
2. Two decisions, when to turn it off, when to turn it on
1. Gandhi et al. [1], [3] determined a set of optimal policies for single server system under the cost function $\mathbb{E}[R]\mathbb{E}[E]$. Solved steady state distribution for a server which instantly turns off when it idles, and begins to turn back on once a job arrives.

2. Various authors [4], [5], [6], [7] use the cost function of the form $\mathbb{E}[R] + \beta_1 \mathbb{E}[E] + \beta_2 \mathbb{E}[Sw]$, with great analysis. However, optimal policies remained unknown (even for single server).

3. Various authors [7], [8] examine multi-server systems under certain policies. However, optimal policies remain unknown.
Our Contribution

Give one the tools to derive the optimal policy for a single on/off server system under any cost function of the form:

\[ f(\beta, w) = \sum_{i=1}^{M} \beta_i \mathbb{E}[R]^{WR,i} \mathbb{E}[E]^{WE,i} \mathbb{E}[S]^{WSw,i}, \]

where all \( \beta, w \geq 0 \).
Model

1. Single server, infinite queue
2. Arrivals follow Poisson process, rate $\lambda$
3. Service times exponentially distributed, rate $\mu$
4. Server can be in one of four (energy) states - OFF, BUSY, IDLE, SETUP
5. Corresponding energy values, $E_{\text{Off}} = 0$, $E_{\text{Setup}}$, $E_{\text{Busy}}$ and $E_{\text{Idle}}$
6. Turn on time, exponentially distributed, rate $\gamma$
7. Time to wait before moving to low state, exponentially distributed, rate $\alpha$ (idling times)
8. Time needed to turn off equals zero
9. Server in low state waits for $k$ arrivals before beginning to turn on
Markov Chain
Markov Chain - Setup
Markov Chain - Idle
Using similar methods as in Gandhi et al. [3],

\begin{align*}
\pi_{0,n} &= \pi_{0,0}, \quad 0 \leq n < k \\
\pi_{0,n} &= \pi_{0,0} \left( \frac{\lambda}{\lambda + \gamma} \right)^{n-(k-1)}, \quad k \leq n \\
\pi_{1,n} &= \pi_{0,0} \left( \frac{\lambda}{\alpha} \rho^n + \frac{\lambda}{\mu - \lambda} (1 - \rho^n) \right), \quad 0 \leq n < k \\
\pi_{1,n} &= \pi_{0,0} \left[ \left( \frac{\lambda}{\alpha} - \frac{\lambda}{\mu - \lambda} \right) \rho^n + \frac{1}{\mu - \lambda - \gamma} \left( (\lambda + \gamma) \left( \frac{\lambda}{\lambda + \gamma} \right)^{n-(k-1)} - \frac{\gamma}{1 - \rho} \rho^{n-(k-1)} \right) \right], \quad k \leq n \\
\pi_{0,0} &= (1 - \rho) \frac{\alpha \gamma}{k \alpha \gamma + \alpha \lambda + \lambda \gamma}
\end{align*}
Properties of Optimal Policy

The following properties carry over from Gandhi et al. [1]:

1. The decision to start transitioning between lower and higher energy states is made at the moment a job arrives to the system.
2. When the server idles, it is always optimal to immediately turn the server off, or to always keep the server on.
3. If there are jobs in the system and the server is in its higher energy state, the server will never move to its lower energy state.
The Three Metrics

\[ E[Sw] = (1 - \rho) \frac{\alpha \lambda \gamma}{k \alpha \gamma + \alpha \lambda + \lambda \gamma} \]

\[ E[E] = E[E_{M/M/1}] + \frac{(1 - \rho)\alpha}{k \alpha \gamma + \alpha \lambda + \lambda \gamma} (\lambda E_{Setup} - (\lambda + k \gamma) E_{Idle}) \]

\[ E[R] = E[R_{M/M/1}] + \frac{1}{\gamma} \frac{\alpha (\lambda + k \gamma)}{k \alpha \gamma + \alpha \lambda + \lambda \gamma} + \frac{1}{2 \lambda} \frac{k \alpha \gamma (k - 1)}{k \alpha \gamma + \alpha \lambda + \lambda \gamma} \]

<table>
<thead>
<tr>
<th>Metric</th>
<th>Optimal Values of</th>
</tr>
</thead>
<tbody>
<tr>
<td>( E[R] )</td>
<td>( \alpha )</td>
</tr>
<tr>
<td>( E[E] )</td>
<td>( \alpha )</td>
</tr>
<tr>
<td>( E[Sw] )</td>
<td>( \alpha )</td>
</tr>
</tbody>
</table>
Weighted Sum Cost Function

\[ E[R] + \beta_1 E[E] + \beta_2 E[Sw] \]

Let \( r_{idle} = E_{Idle}/E_{Busy} \) and \( r_{setup} = E_{Setup}/E_{Busy} \).

1. Choose \( \alpha = \infty \) if

\[
\beta_1 (1 - \rho) \lambda \gamma (k \gamma + \lambda) \leq \lambda (\lambda + k \gamma) + \gamma k (k - 1) + \beta_1 (1 - \rho) \lambda^2 \gamma r_{setup} + \beta_2 (1 - \rho) \lambda^2 \gamma^2 
\]

Otherwise, choose \( \alpha = 0 \).

2. Solve

\[
0 = \frac{\gamma^2}{2 \lambda} k^2 + \gamma k - (\lambda + (1 - \rho) \lambda \gamma (\beta_1 r_{setup} + \beta_2 \gamma))
\]

If a valid solution, check \( \lceil k^* \rceil \) and \( \lfloor k^* \rfloor \).
Allowing all distributions to be arbitrary, other than the arrival process being Poisson, $\mathbb{E}[E]$ and $\mathbb{E}[S\text{w}]$ are the same as for the setting with all distributions exponential.

$\mathbb{E}[E]$ and $\mathbb{E}[S\text{w}]$ are dependent only on the means of the underlying distributions.

If $r_{idle} < \frac{\lambda}{k\gamma + \lambda} r_{setup}$ it is always optimal to leave the server on.
Generalizing Distributional Assumptions (cont)

If the arrival stream remains Poisson, and the idling time of the system remains exponentially distributed, can derive the mean response time using M/G/1-type arguments (embedded chain).

\[
\mathbb{E}[N] = \mathbb{E}[N_{M/G/1}] + \frac{\alpha}{\alpha + \lambda} \left[ \rho \frac{(k - 1) \gamma + \lambda}{\gamma} + \frac{1}{2} \Gamma \right] \\
+ \alpha \frac{(k - 1) \gamma + \lambda}{k \alpha \gamma + \alpha \lambda + \lambda \gamma} \left[ \frac{1}{2} - \rho - \rho \frac{\alpha}{\alpha + \lambda} \left( \frac{(k - 1) \gamma + \lambda}{\gamma} \right) - \frac{1}{2} \frac{\alpha}{\alpha + \lambda} \right]
\]

where,

\[
\Gamma = (k - 1)^2 + (2k - 1) \frac{\lambda}{\gamma} + \lambda^2 \sigma^2
\]
Minimize the expected energy subject to $\mathbb{E}[R] \leq T$, where \[ \frac{1}{\mu - \lambda} \leq T \leq \frac{1}{\mu - \lambda} + \frac{1}{\gamma}. \] Fix $k = 1$.

\[ \alpha = \frac{\lambda \gamma^2}{\lambda + \gamma} \frac{T - \mathbb{E}[R_{M/M/1}]}{1 - \gamma(T - \mathbb{E}[R_{M/M/1}])} \]
Random Routing

- Five parameters to choose: \( \alpha_1, \alpha_2, k_1, k_2, \) and \( p. \)
- Minimize \( \mathbb{E}[N] + \beta \mathbb{E}[E] \)
With $\mu = 2$, $\lambda = 1.9$, $\gamma = 0.2$, $\beta = 22$

Here $k_1 = 5$ for the optimal configuration and $p = 0.105$. 
With $\mu = 2$, $\lambda = 1$, $\gamma = 0.2$, $\beta = 15$
Conclusion

1. Complete analysis of single server systems.
2. In random routing scenario, heterogeneous servers may be desirable.
Future Work

1. Add more options and configurations to the single server model (sleep states, speed scaling etc.)
2. Look at the multi-server problem (what properties does the optimal policy have in this setting?)
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